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Abstract

This paper is concerned with the comparison between LMS (t,east Mean Squared) and NLMS (Normalized Least
Mean Squared) algorithms on noise cancellation problems. Cancellation of noise was attempted on contaminatetl
speech segments. Uttered speech signal samples were recorded from an individual in a quiet atmosphere. 'l'he speech
sample signals appeared almost noiseless to a listener when played back through a headphone. These speech samples
were takcn as noise less in this work. Computer generated white and filtered noise samples were added purposefully
rvith the speech segment, As a result contaminated speech segments were formed. The contaminated speech was
processed with an adaptive lilter where LMS and NLMS algorithms were used. The effectiveness of the algorithms
was tested by comparing Nrr (Noise Reduction Ratio) attained after liltering the contaminated speech segment using
both algorithms. Also human subjects listened to the recovered and noisy speech to grade the result. tn this work,
Nrr and mean squared errors (MSE) of the algorithms attained in noise cancellation application were taken as the
basis of the comparison of LMS and NLMS algorithms. Variation of results with respect to input SNR and filter
length were observed in the work. Convergence speeds for both algorithms were also shown in the work.

Keywords: Adaptive filtering; Least Mean Squared (LMS);
Nonnalized Least Mean Squared (NLMS); Noise Reduction
l{atio (Nrr); noise cancellation.

1. Introduction

Signal, r.vhile transmitting from the source to the receiver
end, often becomes conupted by noise from the
surrounclings. Due to this, the quality of the signal degrades
and often becomes unusable. Speech signal mainly gets
corrupted by the acoustic noise. Simple digital filtering
camot be used to recover the noiseless signal because simple
digital filters have fixed coefficients which cannot cope with
thc unpredictable input sigual characteristics. For the putpose
of noise cancellation and production of an output signal
which is close to the noiseless signal we have to use adaptive
filters [1]-[3]. Adaptive filter has the property of self-
adjusting its coefficients and hence its frequency response to
adapt the characteristics changes of the input signal. Various
adaptive algorithms have been used for adaptive filtering.
Two of the simplest and widely used adaptive algorithms are
I.east Mean Squared (LMS) algorithm and Normalized Least
Mean Squared (NI-MS) algorithm.

2. Aclaptive Noise Cancellation (nlc) System

An ANCI system consists of two sensors (primary and
reference sensors), an adaptive filter and a sr,rbtracting turit
l1l-[3] (Fig. 1). An adaptive filter consists of two distinct
parts: a digital filter with adjustable coefficients and an
adaptive algorithm part which is used to modify the
coefhcients. The primary sensor receives the comrpted
signal and the rcference sensor receives the noise signal. The
medium between the primary sensor and the noise sor.rrce

acts as a filter itself .So noise signals at the two sensors are

not same. For proper noise cancellation, the two noise inputs
must be correlaterl.

Fig. l: Adaptive noise cancellation system

The reference signal x(n) is processed by the adaptive filter
[4] to produce the noise estimate:

y(n) : lf!;l O1nyx1n_i; (l )

Where the ff1(n)are the adjustable (real) tap weights of the
filter and n is no. of iterations. The filter output y(n) is
subtracted from the primary signal d(n) and produces enor
signal:

e(n):d(n)-y(n) (2)

e(n):s(n)+x,(n)-y(n) (3)

The enor signal serves two purposes: as an estimate of the
desired output and to adjust the coefficients/tap weights of
the adaptive filter.

d(n) Output e(n)
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3. ll,ls ALGORITHM

One of the simplest and most successful adaptive algorithms
is LMS algorithm [4-|. LMS is based on the steepest descent

algorithm where the weight veitor is updated by using the

error sisnal c(n) (from eq. 2) and the reference noise signal

x(n) tiom sanrple to sample by equation 4 [5]

w(n+l):w(n)+pe(n)x(n) (4)

Where, p: step size or convergence factor

'Ihe condition for convergence is:

0<p>1/l'',* (5)

Where 1",,,,,* is the maximum eigenvahte of the input data

covariance matrix.

4. sLrrs ALGORtrHt\,1

NI.MS algorithm [4] can be considered as an special

implementation of LMS algorithm which takes into account
the variation in signal level at the filter input and selects a

normalized step-size parameter which results in a more

stable as rvell as more converging adaptive algorithm.
Unlike the LMS algoritlln, the step-size in NLMS is time
varying ancl given as 15l, [6]

p(n): o

c+xT1n;x1n1

Whele, a: NLMS adaptation constant and 0 < a < 2

c : constant for normalization and less than 1

Substituting Eq.(6) into Eq. (4) we get

u(rl l) w1n) r --;{. c(rr)x(n)
c+x' (n lr( n )

Noise Reduction Ratio

Noise reduction ratio (Nn) [7] is the ratio of the noise power
to error power. It measures the signal quality of recovered

signal. Error is calculated from the difference of the noisy
signal and the noise estimation.

noise power
t\rr = err()r power

Nrr (db) : 10log10(Nrr)

ldeally. Nrr(dB): -SNR (dB)

5. ExPERIMENTAL RESTILT.S

A. Simulation Environment

Noise iess signal : Speech clip
ClipDuration :2seconds

Sampling rate : 8000 samples/second
Algorithms used: LMS & NLMS

ir for LMS : 0 .005

o for NLMS : 0.15
c for NLMS : 0
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Software used : MATLAB R2009a

Noise used : White Gaussian noise

Default SNR : -4dB
No. of iterations : 16000
Default filter length N: 32

B. Results of LMS on the speech segment
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Fig. 4: plot for the noiseless and the recovered sounds for LMS

C.Results of NLMS on the speech segment
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Fig. 7: plot for the noiseless and the recovered sounds for LMS,

D. Eft'ect of input noise level on Noise reduction ratio
Nrr(dB)

A table to show the effect of changing the input SNR (dB)
on the noise reduction ratio (Nn) (dn) for infSA NLMS
al-eorithms is shown below.

Table 1: Input SNR (db) v/s noise reduction ratio (Nn)(db)

lnput
SNR
(dB)

-t0

-.\

Igi'" 8t{tl'"1r{tl$
LMS

9.09l

4,t64

rr) (dB)

NLMS

9.472

4.57

0 -0.807 -0.395

5 --5.668 -5.385

l0 -l 0.369 - 10.382
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E._Elfect of input noise level on Mean Squared Error
(MSE)

A graph to show the impact of input noise level on the MSE
of the ANC system for both LMS & NLMS algorithms is
show on Fig. 9

ryE
7

SNR VS MSE of LMS & Nlh,,ts

6

t1Jn4

2

sNa (db)

Fig. 9: Plot of input SNR (dB) v/s MSE

A_ table t6l, tSl to show rhe effect of changing the input SNR
(dB) on the MSE for LMS & NLMS ut-gorltn-s i ;;;;
below.

Table 2: Input SNR (db) v/s Mean squared error (mse)

lnput
tNR
dB)

Mean Squared Error (MSE)

LMS W
-10 7.2 xl0-3 z x10-3
,5 i.3 xl0-3 I xl0-3

5.0 xl0-3 t xl0-3

1.9 x10-3 l.o x10-3

l0 2.5 xl0-3 l.s xl0-3
l5 1.9 xl0-3 z.g xl0'3

Fig. 8: Plot of inpur SNR (dB) v/s Nrr (dB)

From the above figure and table we can assume that NLMS
has the better noise reduotion capability among the two for
almost the entire range of input SNR (dd). As the noise power
increases the noise reduction ratio (Nrr) of LMS degracles
more comparc to NLMS's Nn.

At high noise environment, NLMS has the lower MSE
3-o-nq the two. Both algorithms, MSE improves as the noise
level decreases and evenfually at very low noise environment
(for SNR > 9db), LMS algorithm's MSE becomes lower than
NLMS algorithm's MSE. This happens mainly because of
the.upgradeable step-size of the NLMS algorithm which
l/_1r1e_1wi!h 

energy of the input noise. As th"e step-size for
NLMS adjusts quickly with ihe noise level, it,s MSE does
not vary as much as the MSE for LMS algorithm does.

F. Convergence speed comparison
Fig. 10 shows the comparison between the speed of
convergence of LMS and NLMS tgl, t9l LMS algodthm,s
convergence speed is shown for different step_size (0.005, 0.
002 and 0. 0009).

-4-2U2486,
lnput SNR (db)
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F-ig. l0: Cotnpalison between speed oi convcrgelrcc o1'I-MS and NLMS
algoritlrrns.

As the step-size of LMS increases, the convergence speed

also increases. But NLMS algorithn always converges faster

than LMS algorithm.

G. tlllect of filter length (N) on Mean Squared Error
(MSE)

A graph to show the alteration of MSE fol both l,MS and

NLMS algorithms with filter length (N) is show in Fig. 11.
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As we iucrease the filter length (N), the Nn (dB) of NLMS

increases quickly for N:5 to N:10. Then Nn (dB) stays

relatively unchanged up to N:35 and after that, starts to

increase again. This happens because ofthe upgradeable step-

size of the NLMS algorithm which enables the Nrr(dB) to

inrprove with the increased filter length initially. On the other

hand, LMS algorithm's Nn (dB) stays relatively unchanged as

it has a fixed step-size.

6. Conclusions

In this work, the adaptive noise canceller has been developed

by inrplementing LMS & NLMS algorithms. And then, these

algorithms were analyzed and compared by investigating the

effects of different system parameters such as input SNR, no.

of iterations and filter length on the performance of the

adaptive noise cancellation (ANC) system.

As LMS has a fixed step-size, it is not suitable to operate in

non-stationary environment. But for NI-MS the ste5size

changes according to the energy ofthe input signals. Hence, it
is suitable to operate in non-stationary environment as well as

in stationary environment.

NLMS algorithm has the better noise reduction capability and

faster convergence speed than LMS algorithm due to its

upgradeable step-size. At high noise environment, NLMS has

the lower mean squared error among the two but at very low

noise environment the MSE for LMS is better than NI,MS.

This is mainly because at low noise environment, the noise

power is too low to upgrade the step-size parameter of NLMS

algorithm. In modern research, LMS algorithm has been used

as the standard to evaluate the performance of various

adaptive algorithms.

The results mrght change if the noiseless input signal is

changed as it is a speech signal.
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F'ig. ll: Plot of liltel length v/s Mean Squarecl En'or'(MSE) tbr LMS and

Nl-MS algorithms.

As the filter length increases, the MSE tbr NLMS decreases up

to a certain value (e.g. N:35). On the other hand, MSE for LMS
algorithm always degrades (increases) with increasing N.

II. Efl'ect of filter length (N) on Noise Reduction Ratio
(Nrr)
A graph to show the variation in the noise reduction

ca,;ability of the ANC system with frlter length (N) is shown

in lrig. 12.
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