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ABSTRACT 

Our daily life is full of challenges, and the biggest challenge is the unpredictability of many of our 

significant life events. To deal with this unpredictability, analysing the probability of events has become 

very important. In particular, the theorem of English statistician Thomas Bayes has been revolutionary. 

Numerous theories and techniques have been proposed, and many tools have been developed to solve 

real-life problems based on the theorem, yet it is still very much an area of active research. It still attracts 

researchers dealing with cutting-edge technologies. One tool that has been used extensively in modelling 

probabilistic analysis for decades is the Probabilistic Graphical Model (PGM). PGMs have very 

challenging childhood but glorious youth. The vast applicability of the models in cutting-edge 

technologies attracts researchers, modellers and scientists of diversified fields. Hence there are numerous 

models with their respective features, merits and backlogs. To date, there have been very few surveys 

conducted among the wide range of models and their associated tools. More specifically, those few 

reviews are highly application and domain focused, and limited to three to four very popular and widely 

used models and their associated learning and inference algorithms. To the best of our knowledge, this 

paper is the first that presents the features, limitations, design and implementation platforms, research 

challenges and applicability of the models based on a common framework that consists of some essential 

attributes of the popular PGMs and tools for probabilistic analysis. The study helps deciding an 

appropriate tool as per the perspective of the application and feature of the tool. This paper concludes 

with future research scope and a non-exhaustive list of applications of PGMs.  

Keywords: Probabilistic Graphical Model, Probabilistic Relational Model, Bayes Theorem, Bayesian Network, Object-

Oriented Bayesian Network. 

 

1. Introduction 

Probabilistic Graphical Models (PGMs) are one of the 

classes of probabilistic models where a graph represents the 

structure of the conditional dependence between random 

variables. Various PGMs have been used for reasoning 

under uncertainty for decades [1, 2]. Reasoning is a critical 

process in real-life applications because of the complex 

nature and variety of the applications and multiple 

challenges of uncertainty associated with the events of the 

applications. PGMs are very effective in dealing with 

various decision-making challenges due to their ability to 

present causal relationships among random variables, 

incorporating dynamic information from a variety of areas 

with varying degrees of uncertainty, and to perform several 

kinds of reasoning (e.g., predictive, diagnostic, and 

intercausal). Moreover, the graphical visualization of PGMs 

helps specialists with diverse expertise to cooperate easily. 

Among the many families of PGMs, one of the very widely 

exploited and demanding is the Bayesian network (BN) [3, 

4]. A BN is a popular, widely used and special type of PGM 

that represents causal relationships using a DAG and which 

supports the reasoning for decision-making under 

uncertainty. In real-life applications, it is very crucial to 

have the ability of reasoningin presence of uncertainty for 

decision-making tasks. BN[5, 6] is amighty tool that is able 

to perform various reasoning in uncertain situations.A non-

exhaustive list of the application areas is: monitoring and 

surveillance, prediction and estimation, classification and 

groupings of objects, clinical diagnosis, risk anticipation 

and making effective decisions. Its usefulness as an 

efficient and effective modelling technology is established 

by an exceptionally comprehensive range of application 

areas where they have been applied, including medicine [7], 

education [8], agriculture [9], ecology and environmental 

management [10], biosecurity [11], surveillance [12], the 

military [13], weather forecasting [14] and software 

engineering [15]. 

BNs (and PGMs more generally) enable us to document a 

problem and its current state of knowledge, characterizing 

the overall model of the problem, as well as behaving like a 

storehouse of knowledge [16]. The process of creating a BN 

helps clarify assumptions and identify uncertainties within 

the system [17]. As information expands, new data can be 

added to improve the model. 

As an example, in Figure 1, a BN, actually a Bayesian 

Decision Network (BDN), is shown. It deals with a 

decision-making process during a flu causing fever. Now, 

to decide whether taking “Aspirin” is going to be worthful 

or not, the BDN can be used. With five chance nodes 

(containing conditional probability distribution of the 



A Review on Probabilistic Graphical Models and Tools 83 

relevant events in the form of Conditional Probability 

Table), a decision and a utility node (with a utility table 

representing the utility function to calculate maximum 

utility in order to make best move/decision). The bottom 

right table in Figure 1 shows the decisions with respect to 

no evidence, evidence of “normal temperature”, evidence of 

“high temperature” and evidence of  “high temperature with 

allergic reaction to aspirin”, respectively, in its rows. A 

BDN (and a PGM more generally) can help making best 

possible decision using its underlying features such as 

inference, reasoning, probability propagation, and evidence 

propagation.  Moreover, adding experts’ opinion in the 

form of “intervention” is quite easy. As an example, if an 

expert suggest that the reaction can be reduced by 

consuming a supplementary, then another node with an 

outgoing edge from the node to “Reaction” node is enough 

to model the intervention. This is called knowledge 

engineering in BDN (i.e., PGM). 

Researchers working in this field have started to develop 

various theories and approaches to overcome the challenges 

involved in knowledge engineering in PGMs. A non-

exhausted list of such techniques is: object-oriented BNs 

[18, 19], generalized decision graph [20]; BN fragments 

[21]; and various techniques combining probabilistic 

relational models and objects (e.g., module networks) [22], 

probabilistic relational models [48] and plate models [23], 

multi-entity BNs (MEBNs) [24], Multiply Sectioned BNs 

(MSBNs) [25], Idioms [26], and Templates [27]. 

The objectives of the survey are as follows: 

· Correlating the models and organizing them, for the 

first time ever in the literature, in a family tree. 

· Analysing and comparing state-of-the-arts PGMs and 

tools in terms of basic and fundamental features, 

particularity, limitations, and platforms for design and 

development. 

· Analysing the theories, applicability, scopes and 

limitations of the popular models. 

· Enlisting the key challenges in solving various real-life 

complex problems using the models and overcoming 

techniques. 

This paper offers a historical perspective of probability and 

points to the works in the literature relevant to PGMs. It 

starts with a chronological account: of the necessity of 

probabilities, how the theory of probability evolved, and 

how such evolution has led to the development of models 

for probabilistic analysis. There have been various models 

proposed by researchers at different times to address 

different issues and with a particular goal in mind. The 

models differ in nature, policy, procedure and applicability. 

Each model has some specific advantages and also 

limitations. This paper provides a classification of the 

models in terms of their features, policy, nature, and 

behaviour. It then goes into the detail of some of the most 

relevant models. The final section discusses Knowledge 

Engineering in BN (KEBN) in association with how the 

PGM tools have been serving the purpose of science and 

technology from ancient times, how they play an essential 

role in probabilistic analysis and what roles they play in 

various sectors of science and technology. 

 

Figure 1: Fever Bayesian Decision Network [Korb & Nicholson] 

[40]. 

Related Surveys 

To the best of our knowledge, there have been very few 

surveys conducted to date on probabilistic graphical 

models. The finger countable number of reviews are limited 

to the applications and analysis of two to three popular 

models, their associated inference and learning techniques, 

and their application areas. Among them, some are also 

research area base reviews of PGMs. Following is a brief 

discussion on some of such surveys of PGMs: 

Authors in [28] promotes the applicability of PGMs and 

their exact and approximate inference and learning 

techniques including Expectation Maximization, Gibbs 

sampling, conditional modelling, and sum-of-product 

algorithm. They show the application of the aforementioned 

approaches in vision modelling. The article also contains 

the comparison of the behavior and performance of the 

latest inference and learning algorithms using a case study. 

Koller, in a book published in 2009 [29] that can be 

considered as the best ever storehouse of probabilistic 

graphical models, includes exceptional lists of PGMs 

ranging from traditional to the then state-of-the-arts PGMs. 

However, further PGM theories and tools have been 

developed since then, and noteworthy advancement has 

taken place in the field. 

In [30], the impacts of PGM in AI is highlighted. The 

authors started from early days of PGM when it was 

struggling to prove its suitability. Then the principle 

milestones that PGMs achieved including Pearl’s discovery 

of causal network, prediction, inference and decision-

making are explained. It is concluded with some future 

research challenges and applications of the models. 

Interesting fact is that the authors themselves didn’t claim 

the work as a complete review of PGM.  
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A review of PGMs’ applications [31] is available in solving 

complex real-life problems. It is actually a survey of 

evolutionary algorithms based on PGMs that includes 

comparison of different methods. 

In [32], three widely used types of PGMs, namely Bayesian 

network, Markov network, and factor graph, are reviewed. 

The focus was mainly on the basic features of the models, 

learning and inference related theories, status of the 

contemporary researches relevant to the models, and the 

applications of the models. 

The objectives of the survey (see Section I) serves the 

purpose of a more realistic literature survey and eradicate 

the limitations of the existing surveys. It also guides a 

researcher or modeler to choose the best potential model to 

solve a problem. 

2. Methodology 

2.1 Probabilistic Graphical Models 

In order to perform probabilistic analysis, Probabilistic 

Models (PMs) are used as a prominent tool. While 

developing various tools to assist modellers with flexibility 

and ease of representation, researchers developed PMs, 

namely a representation of a random situation that is 

defined by its sample space, the associated events and the 

events’ probabilities in mathematical format[33]. PMs can 

incorporate probability distributions with random variables, 

where random variables represent the potential outcomes of 

an uncertain event. The probability of getting any number 

by rolling a dice, say "1", before throwing the dice can be 

represented using a variable. Probability distributions 

assign probabilities to the potential outcomes of the 

associated events. If the dice is fair, then all six sides have 

the same probability, that is, 1/6 . Assigning this value to all 

six variables representing the probability of getting a 

particular dice face is an example of a probability 

distribution. 

The role of PMs in decision making is to acknowledge the 

associated uncertainty of the inputs and outputs. That 

means, in some complex applications, that even the input-

taking process and the generated outputs may have 

uncertainty associated with them. Using a PM allows us to 

be able to formulate a new model to be more relevant and 

more appropriate for the complicated situation. The key 

feature of a PM is that it incorporates uncertainty explicitly 

in order to understand and quantify risk and to make better 

management decisions. There are many PMs and different 

people classify them differently. A snapshot of the 

taxonomy of PMs is shown in Figure 2 based on summaries 

in [27, 34, 35]. 

In order to perform probabilistic analysis, a suitable model 

is chosen that best express the problem and for getting the 

expected outcome from the model, a special operation 

called `Inference' is performed. Inference in a PM 

calculates the final outcome for the application using the 

defined approach for the particular model. 

A probabilistic model that expresses the dependencies of 

random variables (conditional dependency, especially) in a 

graphical structure is known as a probabilistic graphical 

model (PGM). It offers a framework that helps in visually 

representing causal dependencies between variables within 

a set of random variables in order to perform probabilistic 

analysis. Examples include the Bayesian network and the 

Markov network. PGMs use graphical representation to 

encode a complete distribution over multi-dimensional 

space. The graph represents a set of dependencies of a 

particular distribution in a compact form. 

PGMs are mostly used in applications associated with 

probability theory, statistics (especially Bayesian statistics), 

data mining, data analysis and machine-learning. To deal 

with uncertainty and probability, PGMs seem to be very 

effective and have become increasingly popular because of 

their ability to represent the conditional independence 

between random variables, incorporate dynamic 

information, and perform both predictive and diagnostic 

reasoning. Moreover, real-world problems usually need a 

combination of knowledge from a variety of areas, and this 

makes PGMs an ideal choice. One of the distinct 

characteristics of PGMs is their graphical visualization 

capability, a facility that, helps specialists from different 

fields to cooperate more efficiently. 

Probabilistic relational models
1
 (PRMs) [36], first proposed 

in the dawn of 2000s inspired by the theory of relational 

database, relational logic programming and algebra. It is 

also significant that BNs were developed for data with the 

traditional 2D format in mind. Due to tremendous 

advancement in the technology, the data is becoming more 

complex with expanded dimensions and a number of 

associated attributes [37]. Ordinary BNs are not reliable in 

modelling applications to deal with such data.  

PRMs offer reference slots to establish relationship between 

instances. These also allow accessing into the class 

components to facilitate modellers in building large and 

complex BN applications. However, according to some 

researchers, reference slots violate the data integrity by 

breaking encapsulation and data hiding mechanism, the 

most prominent OO features. Consequently, it throws 

challenges in decomposing large applications and make it 

hard to maintain a hefty application developed through a 

group of modellers. 

Bayesian networks 

A Bayesian network (BN) [3, 4] is a probabilistic graphical 

model that (a) compactly represents the joint distribution 

over a set of variables in the form of conditional probability 

tables (CPTs), each variable contains one, and (b) 

represents a set of conditional dependencies and 

independencies between the set of random variables in the 

                                                           
1
Note that some authors classify PRMs as directed 

graphical models. In this paper, PRM has been classified 

separately because of the difference in the underlying 

principles of graphical and relational models. 
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form of a directed acyclic graph (DAG). In a BN, nodes and 

edges of the DAG represent random variables and their 

conditional dependencies, respectively. Nodes are 

connected with an edge or a path consisting of a set of 

edges representing conditional dependencies. If there is no 

such edge or path between two nodes, then the nodes are 

known to be conditionally independent. Also, each node has 

a CPT attached to it. More details on the BN and its classes 

are in documented in [54]. BNs can be used to perform 

reasoning under uncertainty: more specifically, there are 

techniques to calculate the posterior probability 

distributions over the states of a subset of the variables, 

given a set of evidence. A variable does not necessarily 

represent an event. 

The BN, being a graph-based framework, represents the 

causal relationship among various events (cause to effect) 

using DAGs. This framework provides ease of 

understanding and enhances the expressiveness of the 

dependencies and conditionalization in calculating the 

likelihood of associated events. The calculation of the 

likelihood of some hypotheses (state of an event) with 

respect to a set of evidence can be represented more 

effectively using a BN. 

BNs are very effective in dealing with various decision-

making processes, due to their ability to represent causal 

relationships among random variables, incorporating 

dynamic information from a variety of areas with varying 

degrees of uncertainty, and performing both predictive and 

diagnostic reasoning. Moreover, the graphical visualization 

power of BNs helps specialists with diverse expertise to 

cooperate easily [38]. BNs also allow documenting of a 

problem and its current state of knowledge, characterizing 

the overall model of the problem, as well as behaving like a 

storehouse of knowledge [17, 39]. The process of creating a 

BN helps clarify assumptions and identify uncertainties 

within the system. As information improves, new data can 

be added to improve the model. 

Reasoning with BNs 

The process of thinking in a logical, sensible way to take a 

suitable action in a right time is known as reasoning. 

According to Charles Sander's Pierce [40], there are three 

basic irreducible and indispensable kinds of inference:  

· Deduction: deriving logical conclusions from known 

premises  

 

Figure 2: Taxonomy of Probabilistic Model 

· Induction: deducing a universal conclusion from 

particular premises 

· Abduction: the only kind of reasoning that helps in 

introducing new ideas 

Handling an uncertain situation and calculating the 

likelihood of a consequence (conclusion) with logic, 

statistics, and probability (premises) is known as 

probabilistic reasoning. An example of probabilistic 

reasoning is using past situations and statistics to predict the 

outcome of a future event. Analogously in the case of BN, 

the reasoning is a special action or operation to draw a 

conclusion using the premises or evidence provided in the 

network. 

The process of conditioning is performed through a flow of 

information over the network. The flow is not bound to be 

directed towards the direction of the arcs. In a BN 

"information flow" refers to the process of calculating the 

posterior probability distribution for some query nodes, in 

presence of some evidence (or observation) nodes values. 

There are four types of reasoning [41]. 

· Diagnostic reasoning: If the information flows from 

symptoms to causes. The direction of information flow 

is opposite of network arcs in this kind of reasoning. 

· Predictive reasoning: When the information flow is 

from change in causes to the change in belief of effects. 

Here the direction of information flow follows the 

direction of arcs of the network. 

· Intercausal reasoning: The reasoning that includes the 

mutual causes of a common effect. If multiple causes 

of a common effect are initially independent, but in the 

presence of evidence from any of the causes, other 

causes are explained away and intercausal reasoning 

takes place. 

· Combined reasoning: In a BN, any node can become 

a query node, and any node may contain evidence. In 

such a situation, none of the aforementioned reasoning 

types fits well. Thus, a combined approach that fits 

well, can be used for reasoning. This approach is 

known as combined reasoning. 

Bayesian decision networks 

Bayesian networks can be used to make intelligent 

decisions under uncertainty. To perform such a crucial task, 

ordinary BNs are extended by adding decision and utility 

nodes. This extended BN is known as Bayesian decision 

network. 

BDNs have been used for reasoning under uncertainty for 

decades. The reasoning is substantial in real-life 

applications because of their complex nature, large span 

and associated challenges such as the uncertainty of events. 

To use the facilities of BDNs, constructing BDNs or 

modelling in BDNs is the first step. BDNs can be built in 

four ways [41]: 

· Manually with human effort, using experts’ opinion 

and guidance 
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· From various models found in the existing literature 

· By using algorithms to automatically learning from 

data, given enoughand appropriate data is available, or 

· By various combinations of the aforementioned 

approaches. 

Other Related Probabilistic Graphical Models 

Researchers have been working to develop various 

principles and algorithms to scale up the process of BN 

modelling from long ago. Thus, there has been much effort 

to improve BNs in many ways over the years. The concept 

of BN and inference in BN have also been extended to suit 

particular fields to serve the purpose of probability analysis. 

The approaches to extending BNs also include versions of 

well-known approaches those are for complexity handling, 

e.g., divide and conquer approach, where dividing the 

problem into subparts, then solving each sub problem by a 

BN model and finally merging the models for the sub 

problems; and reusing a BN segment that is developed 

previously and validated for some other application.  These 

techniques include Dynamic BNs [42-45], BN fragments 

[21], generalised decision-graphs [20], OOBNs [46], PRM 

[36], OOPRM [47], varieties combining PRMs} and 

objects, such as module networks [22], PRMs and plate 

models [23], multi-entity BNs (MEBNs) [24], idioms [26], 

and template-based representations [27]. 

BNs do not represent temporal relationships between 

variables. The only way of capturing the temporal 

relationships between the value of the variables at different 

points in time (past, present and future) is to add extra 

variables of the same type but with different names. In real-

life applications, it is important to model how the world 

changes with the change in time from a particular point of 

time.  

Dynamic BNs (DBNs) are an extension of BNs that are 

capable of modelling changes of probabilities, actions and 

evidence with respect to time. According to Korb and 

Nicholson [41], for a BN with n nodes that model a domain 

of n variables , the DBN that models the 

change of values in the variables over time should contain 

one node for each  for each instance of time. For a current 

time instance t, the immediate past time instance and 

immediate future time instance are represented by t-1 and 

t+1, respectively. Hence, the nodes for DBN to model such 

a temporal system is: 

· Current (in time t):  

· Immediate past (in time t-1):  

· Immediate future (in time t+1):  

Each time instance is called a "time-slice", and two new 

types of arcs are introduced, namely "Intra-slice arcs" and 

"Inter-slice or temporal arcs". As the names suggest, the 

arcs that represent a temporal relation between variables 

within a time-slice are intra-slice arcs and the arcs between 

the variables of successive time instances are inter-slice 

arcs. The latter type can be between the same variables or 

between different variables at successive times. These arcs 

deal with the effect of the change in one variable in time t 

on the other variable of time t+1. 

In recent years, with the growing interest of relational 

pattern extraction, Relational BNs (RBNs) have gained 

much importance. These are an extension of ordinary BNs 

that allow relational data representation [37]. This model 

was called the "Probabilistic Relational Model" (PRM) and 

was first proposed by Koller and Pfeffer[48]. The concept 

of objects (as opposed to random variables and their 

attributes in BNs), objects' properties, and relationship 

between objects are at the core of this model. It has a 

similar different relation to BNs as relational logic has to 

propositional logic. The model specifies a template to 

represent the probability distribution for a particular 

database. The template comprises of a relational component 

and a probabilistic component where the former one is for 

describing the relational schema and the later is for 

describing the probabilistic dependencies [49].  

Later, Nevile and Jensen [50] proposed the term "RBN" to 

refer to the BNs that can model relational data, i.e., the 

"PRMs" as proposed by Koller. They also proposed the use 

of the term "PRM" for the type of PGMs that mines 

statistical patterns from relational data rather than extended 

BNs that model relational databases. Note that there is 

another kind of RBN, proposed by Jaeger [51]. This is 

entirely different from the PRMs (renamed as RBNs) 

proposed by Koller. Jaeger’s RBN is an extension of the 

BN using First-Order logic (FOL). For representing 

probabilistic relations, it is more powerful and expressive 

than the ordinary BN, as it uses a powerful FOL in contrast 

to propositions. Using FOL allows the adding of constraints 

on the equality of events, defining complex, nested 

functions and a recursive network. 

Gaussian Bayesian networks (GBNs) [51] are a particular 

type of BN where all of the variables are continuous, and all 

of the CPDs for the variables are linear Gaussians. It is used 

to define a continuous joint distribution and provide an 

alternative representation for a multivariate Gaussian 

distribution class [36].  

Multiply-sectioned BNs (MSBNs) [25] were proposed 

with the localisation of queries and evidence in mind. By 

localisation, the authors meant that at a particular point in 

time, queries are directed towards a part of the whole 

network. A point to note is that the original formulation of 

BNs (ordinary BNs) do not consider the structure in the 

domain and the whole network is treated as a homogeneous 

network of the variables under consideration. In such a 

system, probability propagation for inference is inefficient 

since, for localized evidence, the whole network needs to be 

updated. MSBN offers a localisation-preserving partition of 

a BN by allowing a set of separate Bayesian sub-networks. 

These sub-networks are transformed into a set of permanent 

JTs such that evidential reasoning can occur in any one of 

them at any time. This also ensures that the calculated 

marginal probabilities are the same as if they were 

calculated in the homogeneous network. 
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The Multi-entity Bayesian network (MEBN) [24] is a 

first-order language for modelling uncertainty using first-

order logic language. It combines BNs with FOL to provide 

BNs with the power of first-order expressiveness and uses 

FOLs as the means of modelling probability. The MEBN 

specifies parameterized fragments of BNs (a.k.a. MFrags) 

to express probabilistic relationships and dependencies 

among a small collection of relevant and correlated 

hypotheses in order to form a probabilistic knowledge base. 

A set of instantiated, combined MFrags form a graphical 

probability models having an arbitrary degree of 

complexity. An MFrag can be instantiated any number of 

times, and that enables an MEBN to express complex 

graphical models with redundant structures. Hence, MEBN 

is a compact language capable of representing knowledge at 

a finer level of granularity. Like BNs, the MEBN also uses 

directed graphs to define joint probability distributions. 

Fragments, proposed by Laskey and Mahoney [21], are 

large-scale BN construction schemes where knowledge is 

specified in larger and meaningful units, called "fragments". 

A fragment is a set of interrelated random variables that is 

constructed and used for reasoning separately from the 

others. The OO concepts are used to represent and 

manipulate fragments. In fragments, input variables specify 

interfaces and so-called "resident" variables encapsulate 

private data. Authors emphasize on network composition 

rather than network construction. In fact, any vast network 

can be constructed from non-decomposable small units. If 

any method can pre-compute and store them, then 

computation for a new but slightly different (perhaps larger) 

network construction need not be started from scratch. The 

framework allows for representing asymmetric 

independence and canonical intercausal interaction.  

Idioms: Although fragments [21] provide the ability to 

solve real-world, large-scale problems by providing 

methods for defining component-level BNs and combining 

them into a consistent model, knowledge engineers still 

need a guide to adopting past inference solutions to current 

problems. Inspired by design patterns, Fenton [26] 

described a solution to these problems based on the notion 

of generally applicable "building blocks" that can be 

combined into objects: they named these "idioms".  

By combining the idea of idioms, some large-scale 

problems may be addressed and solved. However, there are 

some common problems of patterns in software engineering 

and Idioms in BNs. These are:  

· There is no guarantee that patterns are suitable enough 

to model all real-life applications. 

· It is hard to find appropriate patterns/Idioms due to 

overlapping segments among patterns. 

· Some complex real-life applications require more than 

one pattern which may lead to undesirable overheads. 

Sub-networks:GeNIe[52] supports another specialised 

form of BNs, i.e., sub-networks. Sub-networks cannot be 

characterised as classes in OOBNs. It allows building a 

hierarchy of embedded networks and the hierarchy needs 

manual maintenance. In the case of any change in one sub-

network at any level of the hierarchy, all other sub-

networks in the lower levels connected to this sub-network 

need manual changes. Moreover, if a modeller embeds 

multiple copies of the same sub-network, they have to make 

changes in each of the instances. 

Object Oriented BNs (OOBNs)[46], incorporates OO 

features in BNs to resolve the so-called "scalability" 

problem by ensuring reuse of existing and previously 

defined components. A segment of a BN is encapsulated 

into a class (a blueprint of an object) with an interface of 

input and output nodes. The segment can be used in other 

models and in larger models by making a copy (called an 

instance) and adding connections only to the interface node, 

via connections only to the input and output nodes. Such 

reuse helps save design time and reduce complexity. It also 

supports maintenance, as any changes to a class (for 

example, if the CPTs are updated using new data) can be 

automatically applied to all the instances and its subclasses. 

It is a great approach to utilize the OO features, such as 

encapsulation, abstraction, inheritance, and polymorphism, 

in BN arena to provide various facilities to the modellers. A 

more complete and formal presentation of OOBNs, is given 

in Chapter 2 of [54].In Template-based representation, a 

PGM specifies joint distributions over a specified group of 

random variables. This group of variables and the 

distribution can be used in many different applications and 

problems. For example, a student performance observation 

network can be applied to multiple students. Basically, all 

the students share the same structure -- the components in 

this structure can be viewed as attributes. Only the 

attributes' variables differ between students. Koller and 

Friedman [27] called this model "variable-based" because 

of the focus on the presentation on random variables. 

Koller and Friedman [27]proposed a general framework 

that defines templates for fragments of the model for 

probabilistic analysis. Templates can be reused both within 

a single or across multiple models having divergent 

structures. The two template-based representation 

languages that can be applied to the theory of OOBNs are 

Plate models and PRMs [23]. 

Object Oriented Probabilistic Relational Model 

(OOPRM): 

An alternative to OOBNs is Probabilistic relational model 

(PRM) [36].It was first proposed in the early 2000s, 

motivated by the theory of relational databases, relational 

logic programming, and relational algebra. The OOPRM 

[47] lengthens the PRM framework (a relational model 

without OO-features) by introducing the principles of 

Object-Orientation(that is, interfaces, inheritance and 

polymorphism). Compared with the PRM, it has another 

special feature, i.e., the inverse reference slot, which helps 

in more efficiently accessing the attributes of classes. 

However, an interesting fact is that the OOPRM has an 

issue same as the PRM, i.e., reference slots. While OOPRM 

has an inverse reference slots also that violate 

encapsulation, and thus OOPRM becomes hard to extend, 
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alteration, decomposition, and decoupling. Moreover, in an 

OOPRM, the chain of reference slots and inverse reference 

slots make the process of changing as per the requirement 

and reuse of existing components far more complicated 

because the model developer needs to know the details of 

how a class is embedded and how it impacts in the whole 

system when making even a trivial modification. In 

addition, while the PRM and OOPRM frameworks allow 

the effective representation of relationships and 

dependencies between classes that are instantiated with 

multiple instances, they do not allow the utility and decision 

nodes that facilitate BNs (BDNs and OOBNs) to be used 

for decision-making under uncertainty and utility 

computation to make the best available decision. 

Finally, while the OOPRM has been implemented as a part 

of a research software tool, AGrUM [53], it is not available 

yet in any commercial modelling tool or more specifically 

not openly and widely available, and there seem to be very 

few real-world OOPRM models described in the literature 

to the best of our knowledge. Table 1 demonstrates a 

comparative study of the probabilistic models described so 

far, in terms of their significant features, limitations and a 

suggestive model to overcome the limitations. 

Table 1: Comparing popular Probabilistic Models 

 Features Limitations Overcoming Techniques 

Ordinary BN Represents knowledge using propositions and 

probability Distributions 

Scalability OOBN, Templates, Fragments, 

Idioms, PRM, OOPRM 

Time-slice representation Dynamic BN 

Repeated structure OOBN, Template, Idioms, 

Fragments 

Dealing with localisation of query MSBN 

Expressiveness MEBN, Relational BN 

Dynamic 

BN 

Modelling change in uncertainty with respect 

to time 

Requires extra nodes to deal explicitly 

with time steps 

OOBN, OOPRM 

Scalability OOBN, OOPRM 

Relational 

BN 

Extends BN by adding First Order Logic, 

facilitates defining nested and complex 

functions 

Same as BNs except expressiveness OOBN, Templates,Fragments  

Idioms, PRM, OOPRM 

MSBN (1) Facilitates localized query  

(2) Avoids probability propagation 

throughoutwhole BN 

(1) Does not provide maximum 

reusability such as OO definitions  

(2) Same as BN except scalability 

OOBN, OOPRM 

MEBN (1) Provides a First-order language for 

modelling application under uncertainty  

(2) Defines MFrag to allow repeated structure 

(1) Does not provide maximum reusability 

like OO definitions  

(2) Same as BN except for expressiveness 

(3) Decision and Utilities are not supported 

OOBN, OOPRM 

Fragments (1) Offers fragment (non-decomposable 

unit)as a set of variables  

(2) Preliminary Idea of OOBNs 

Not a complete OO-system andpast 

inference resultscannot be used 

OOBN, Idioms 

Idioms (1) Offers compositional probability modelling  

(2) A large system can be clustered into Idioms 

and represented by a setof Idioms to solve it 

by combining the solutions 

(1) All problems may not 

bedecomposableby Idioms 

(2) May lead to undesired overheads 

OOBN 

Templates (1) Offers a special set of random variables, 

called template.  

(2) Template is a general form of an analogous 

segments in a model and helps in defining a 

common solution 

All the features of OO-paradigm such 

as inheritance, encapsulation, and 

polymorphism are not defined 

OOBN 

OOBN Introduces OO features (inheritance, 

encapsulation, polymorphism) to BNs 

Recursive definition not allowed OOPRM 

PRM (1) Extends BNs by introducing classes and 

defining the  relations of attributes by 

reference slots  

(2) Models relational data by relational logic 

Reference slots violate encapsulation Pure OO-notion 

Dependency added by reference slots 

makes extension, maintenance and 

decomposition difficult 

Only random variables are supported 

OOPRM (1) Introduces OO features (inheritance, 

encapsulation, polymorphism) toPRMs  

(2) Inverse reference slot and interface 

Complex representation OOBN 

Only random variables are supported OOBN 

Reference and inverse slots violate 

encapsulation 

Pure OO-notion 

Maintenance, decomposition and 

extension is difficult 

Pure Encapsulation and 

abstraction 
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2.2 Software for Probabilistic Models 

There are numerous implementations of various 

Probabilistic Graphical Models. Each has some specialty 

and a list of features. Some are free, some are open source, 

and some are commercial. Some support BNs (directed 

models), while some support relational or undirected 

models. They also differ in underlying methodologies, 

mechanisms to perform inference, learning, and making 

decisions. Some of the tools support particular 

programming languages and are compatible with various 

operating systems. Each serves a particular purpose and has 

limitations for some features as opposed to others. Some of 

the tools support GUI+API, some offer only API, or only 

programming languages, and some offer query languages. 

Table 2 compares the critical features of some popular BN 

tools, while Table 3 does the same for some popular 

relational modelling tools. 

3. Applications and Research Directions  

Applications: As we have seen in Section I, how 

knowledge engineering using PGM can be helpful. The 

example is a simple one with lots of real-life factors 

suppressed. However, in practice, PGM are more powerful 

and capable of dealing with lot more complicated scenarios 

with thousands of parameters and events. The models and 

tools can be used to develop various intelligent applications 

and deploy in critical sectors of our country where decision 

making is very tough, full of challenges, uncertainty 

associated, risky and crucial. Some of the sectorsare fraud 

detection in Banking sectors, gamblers detection in Stock 

exchange, risk anticipation in investment on a particular 

project or business, diagnosis in Health sector, crime 

investigation in law and order, cybercrime detection and 

prevention, national defense and intelligence, weather 

forecasting, disaster prediction, and risk anticipation. The 

scope is briefly explained in the following points: 

· Health sector is another very important sector where 

making a decision is very crucial and harder. It 

involves numerous factors interlinked and overlapping 

where conditional probability plays vital role. PGMs 

are great tools to deal with such scenarios.  

· Another very important sector for any country is its 

defense. In order to anticipate potential threats of its 

security, lots of closely related factors need to be 

considered simultaneously. Quite a lot of computation 

is required to compute risk and risk factors where 

probabilistic graphical models are really helpful as 

experts from various fields can easily collaborate and 

share their knowledge in modelling a solution using the 

models. The expert elicitation and documentation 

facility help greatly. 

· Crime and cybercrime investigation, analysing 

potential sources and epicenters of crimes, diminishing 

crime by destroying its root cause/s, monitoring law 

and order situation, and computing risks of various 

actions taken by the Law-and-order agencies are quite 

sensitive and vital for a country and nation. Sometimes 

these factors impact international relations too. PGM 

and its tools are very handy for such analysis. 

· A terrifically uncertain and very hard to predict area is 

weather especially for coastal areas. Large number of 

factors are associated with it and there are numerous 

hidden factors making this sector more vulnerable. 

Hence, sensitivity analysis, hidden factor and hidden 

variable finding, incorporating experts’ opinion and 

adding interventions dynamically are required. These 

are all together available in PGMs.  

· Furthermore, predicting natural disasters, risk analysis 

in terms of loses, damages and life threats can be 

predicted using PGMs. It is beyond the scope of this 

paper to list all possible applicable fields where PGMs 

can be used. Nevertheless, it can be a part and parcel of 

the development plan for our country like other modern 

countries have already deployed it extensively in as 

many fields as possible. 

Research Directions: Though PGMs are matured 

modelling tools, no single class of PGM is self-contained. 

They have their own features and specific limitations. 

Hence, one easy research direction would be to eradicating 

the limitations of a particular modelling method or tool. To 

be more specific, numerous works have been done to 

address the scalability issue of Bayesian Networks, such as 

OOBN [18], PRM [36], and OOPRM [24]. These 

frameworks are not complete and lots of scopes available 

there to contribute. Automated BN structure learning is 

another very important research topic. Though several 

landmarks are added, such as IC algorithm [55] and 

CaMML [56],  in this field but they are not sufficient and 

automated structure learning for OOBNs and Dynamic BNs 

are yet to be discovered. Efficient compilation technique for 

BNs, OOBNs, for BNs with continuous variables, for 

BDNs are still very demanding fields of research in this 

field. Knowledge engineering in BNs (KEBNs) [40] and 

OOBNs are not studied extensively yet. A API type library 

for BN and OOBN repositories are the urges of time. 

Because, build once and reuse repeatedly is the moto of 

knowledge engineering in BNs which is yet to be explored 

extensively. 

Other PGMs such as OOPRMs and PRMs need special care 

in developing better explanation mechanisms to make them 

easy to understand and visualise by researchers of other 

domains. To gain wider acceptability of the models, the 

reference slots and inverse-reference slots need alternate 

representations or alternatives. This can be a very 

interesting research problem. MSBNs, Idioms and 

Fragments can be better utilized to perform KEBN 

processes. MSBNs and its underlying techniques can be 

used to develop better compilation techniques for OOBNs 

and OOPRMs. 

In conclusion, probability and probabilistic analysis are 

very important in cutting edge technologies. From cloud 

computing to quantum computing, from neural algorithms 

to genetic algorithms, and from pattern mining to 

classification and clustering tasks, probabilistic analysis and 
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probability calculus play very important role. Introducing 

PGMs with such tasks results in greater solutions. 

Numerous examples are available in the arena of 

Information Technology, Engineering, Mathematics 

and Statistics, Science and Applied Science. Another set of 

directions and overview is available in the surveys on PGM 

done in [57-59]. 

 

Table 2: Comparison of popular BN tools 

Tool name 

Commerci

al 
/ 

Open 

source 

GUI / 
Programmin

g 

OO- 

features 

Supporte

d 

Inference 

Feature 

Learning 

Feature 

Continuou

s 

Data 
Support 

Languages 

supportedfo

r API 

Well 

Documente

d 
in English 

OtherFeatures 

Hugin Commercial GUI Yes 
Exact and 

Approximat

e 

Learning 

BNs 

with missing 
data 

Yes 

C, C++, 

Java, .NET, 

ActiveXserv
er 

Yes 
Sensitivity 

Analysis 

Netica Commercial GUI No 
Various 

Inference 

Learning with 

missing data 

Discretized 
Continuous 

Data 

C, C++, C# 

Visual 
Basic, 

MatLab, 

CLisp 

Yes 
Sensitivity 

Analysis 

BayesiaLab Commercial GUI No 

Exact and 

approximat

e 

Parameter 

learning by 

maximum 
likelihood. 

Structurelearnin

g 

Discretized 

Continuous 

Data 

Java Yes 
Supervised and 

unsupervised learning 

ProbaYes/ 

ProBT 
Commercial 

Structured 
Programming 

Language 

No 
Exact and 

approximat

e 

Parameter and 

Structure with 

missing value 
Yes 

C++, C#, 

Java, 

Python, 
Excel plugin 

Yes 
DBN, 

HMM, 

Genie Commercial GUI Yes~ 
Exact and 

approximat

e 

Parameter and 

Structure 
Yes 

C++, 

Python, 
Java, 

.NET, 

MS Excel 

Yes 
WebbrowserandMobiledevi

ce 

UnBBayes 
Open 

source 
GUI Yes 

Exact 

Inference 

Learning: 

K2, B, 

CBL-A, 
CBL-B, and 

Incremental 

No Java 
Mostly in 

Portuguese 

supports 

MSBN and HBN 

BayesNet 

for Matlab 

Open 

source 
API only No 

Exact and 
approximat

e 

Parameter and 
structure 

learning with 

missing data 
MCMC, IC, 

PC are there 

API only Matlab, C Yes 

Both 

Directed and 

Undirected 
PGM 

BNLearn in 

R 

Open 

source 
No No 

Exact and 
approximat

e 

Parameter and 
Structure 

 

Yes R Yes 
Random 

data generation, 

TAN 

OpenMarko

v 

Open 
source 

GUI No 
Exact 

Inference 

PC and Hill 
climbing 

Parameter by 

Laplace- 
correction 

No 
evidence 

Java Yes 
Sensitivity 
Analysis 

Elvira 
Open 

source 
Both No 

Exact 

Inference 

Structure 

Learning 
No Java In Spanish 

Decision 

Making 

BN Tool in 

Java 

Open 

source 
API No 

 Structure 

Learning 

Continuous 

State 
Java Yes ID and DBN 

 

Table 3: Comparative study of popular Relation Models 

Tool 

name 

Commercial 

/Open source 

GUI / 

Programming 

OO- 

features 
Supported 

Inference 

Feature 

Learning 

Feature 

Continuo

us 
Data 

Support 

Languagessupp

ortedfor API 

Well 

Documente

d 

in English 

OtherFeatu

res 

ProbReM 
Free and Open 

source 

Language 

to describe the 
relationship 

No 

Inference for 
DAPER 

models by 

MCMC 

Parameter learning 
by 

ML (max. 

likelihood) 

No 

Python 
XML based 

Datarepresentati

on 

Yes 

Directed 

Graphical 
Model 

Alchemy Open source Programming No 
Logic inference in 

Markov logic net 

statistical relational 
learning, structure 

learning 

Yes C++ Yes 
Lifted Belief 
Propagation 

Sampling 
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Primula Open source GUI No 
Exact and 

Approximate 

Inference for RBN 

parameter learning 

for RBNs, 

Complex and nested 
models 

No 

evidence 
Java Yes 

Supports 

Inheritance 
and 

Nesting and 

DBN 

BLOG Open source 

Probabilistic 

Modelling 
Language 

No Default Inference 
No 

evidence 

Yes 
Limited to 

static 

continuous 

Java 

.NET 
Yes 

Provides a 
Query 

language, 

Dynamic 

UnBBayes Open source GUI No Inference 
No 

evidence 
No Java 

Mostly in 

Portuguese 

Supports 

MEBN 

Proximity Open source 

Programming 

and 

QGraph 

No Inference 

Learn from 

relational data but 

not forRBNs 

Yes 
QGraph visual 
query language 

No 
evidence 

Supports 

highly 
expressive 

domains 

AGrUM Open source 
Programming 

API 
Yes 

Lifted prob. 
inference 

Learning graphical 
models 

Yes C++ Yes 
Decision 

Trees 

IBAL 
 

Open source 
Programming No 

Approximate and 

Exact 
Inference 

Parameter 

Learning 

in the formof 
Bayesian parameter 

estimation 

No 
Objective 

CAML 
Yes 

Strongly 
typed 

built-in 

extensibility 

 

4. Conclusions 

Probabilistic graphical models are a special kind of tools 

dealing with reasoning and decision making under 

uncertainty. The stochastic world makes everything 

challenging by incorporating uncertainty in every sphere. 

PGMs are being used as the handiest tools in dealing with 

such challenges for decades. This paper presents an 

overview of the popular and widely used models, their 

family tree, features, special capabilities, limitations, 

applicability, and domains. Then it also enlists the software 

tools those implement a particular PGM and facilitates 

modelling using the concepts of those PGMs. We divided 

them into two classes BNs and non-BNs (or non-relational 

and relational models). The comparative tables show a list 

of software, their features, platforms, best working 

environment, and public availability. We then focus on 

some real-life applications where we can develop and 

deploy applications using the PGMs to get resolve issues 

occurring due to associated uncertainty. Researchers have 

been contributing to developing models with fewer 

limitations and better features. Hence, it is also a field of 

state-of-the-arts research where there is scope of 

contribution in cutting-edge technology. 

As concluding remarks, this paper, to the best of our 

knowledge, articulates highest number of popular, widely 

used and state-of-the-arts PGMs and their associated tools, 

as well as for the first time ever in the literature it 

introduces a family tree of the models based on their 

characteristics, features, similarities, differences and 

principles. In fact, it is a guide for newbies in choosing the 

right model for their applications and problems, a handy 

referencefor associated challenges, limitations and 

overcoming techniques of their chosen models.  
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